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1 Introduction

In this paper, the Multiple Knapsack Assignment Problem (Pyxap) is tackled. An ins-
tance of Py ap is characterized by a set S of n items, and a second set M of m knapsacks.
On the one hand, each item j, j € S, is characterized with its nonnegative profit p : S — R™
and nonnegative weight w : S — R*. On the other hand, each knapsack i is characterized by a
nonnegative weight ¢ : M — R™. However, items are divided into  mutually disjoint subsets of
items S, k € K ={1,...,r}, where S = U},_, Sk, n = |N| and n = >} _; ng. The goal of the
problem is to determine the assignment of all knapsacks to each subset, and to fill knapsacks
with items in that subset, so as to maximize the total profit related to the selected items.

Several solution procedures have been designed for approximately solving Py ap, like Ka-
taoka and Yamada [3] who designed a quick solution procedure for solving small and medium-
sized instances. Lalla-Ruiz et Vof [4] proposed a biased random key genetic algorithm, where
its principle is based upon combining some random strategies for creating diversification of the
population. More recently, Martelo and Monaci [5] tackled the problem by using a construc-
tive heuristic, with its enhancement. Their algorithm uses the bounding strategy derived from
either Lagrangian relaxation or surrogate relaxation.

2 The principle of the iterative algorithm

Prrxap is tackled by using an iterative search, where a descent procedure is combined with

an intensification operator coupled with a non-cycling strategy. The following steps are applied :

1. A starting feasible solution is built by using a tailored greedy bin-packing procedure (cf.
Martelo and Monaci [5]).

2. For each current solution, several neighboring strategies are applied. As used in Hifi and
Michrafy [2], a reactive operator is called for enhancing the quality of the successive
solutions, where two complementary strategies are considered :

(a) To build a partial solution by randomly dropping some items from the current
solution. It means that a subset of variables is temporary assigned.

(b) To solve the rest of the problem by applying a repair operator to complete the
current partial solution.

In order to enhance the quality of the solutions, two procedures are used :
3. Both truncated 2-opt and 3-opt operators are applied around the current solution for
highlighting the quality of the solutions.

4. The local branching (cf. Fischetti and Lodi [1]) is called for highlighting the solution at
hand, especially when restricting the search space.

Such a process is iterated till matching the stopping condition. Hence, the final solution achieved
by the method is retuned as the best solution for Pyxap.



3 Preliminary results

The proposed algorithm was analyzed on some benchmark instances extracted from Kataoka
and Yamada [3], where its achieved results are compared to those achieved by the best available
methods of the literature (cf. Martelo and Monaci [5]).

#Inst Results from [5, 3] This work

fam _r m n Err%. Err% Av. Best
UNC _2 10 20 7,70 0,10 7446,00 0,00
40 3,50 1,03 16270,20 0,00

60 0,74 0,01 24688,70 0,00

20 20 6,00 0,00 4685,80 0,00

40 4,49 1,14 | 15440,80 0,06

60 3,33 0,66 | 24574,40 0,11

Av 4,29 0,49 15517,65 0,04

WEA 2 10 20 9,81 0,47 5547,50 0,00
40 1,59 0,98 | 12314,70 -0,01

60 1,61 -0,06 18683,50 -0,02

20 20 12,10 0,00 2957,00 0,00

40 5,76 1,40 | 11628,70 0,00

60 6,26 1,72 | 18593,70 0,00

Av 6,19 0,50 | 11620,85 -0,01

SR 2 10 20 5,45 0,02 7159,60 0,00
40 2,00 0,08 | 15375,30 -0,01

60 1,39 -0,07 23145,80 -0,01

20 20 7,98 0,00 4150,30 0,00

40 5,03 1,16 | 14989,10 0,00

60 4,18 0,46 | 23107,30 0,00

Av 4,34 0,27 14654,57 0,00

TAB. 1 — Behavior of the iterative method vs two methods of the literature.

Table 1 reports some preliminary results provided by the proposed method (under "This
work") and those achieved by two available methods of the literature. From this table, we can
observe that the proposed method remains very competitive since, on several occasions, it is
able to succeed (values in bold-space) to the results reached by two other compared methods.

4 Conclusion

In this paper, an iterative algorithm was proposed for approximately solving a variant of
the knapsack problem : the multiple knapsack assignment problem. From a current solution,
the method combines several strategies for anhancing the quality of the solutions. Finally, the
preliminary experimentation showed that the proposed approach remains competitive, where
new bounds have been reached.
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