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1 Introduction
The question of whether and how combinatorial optimization algorithms can be automa-

tically tailored to a avilable data for a family of problems has recently attracted significant
interest from both machine learning and operations research communities [8, 2, 7].

A recently proposed resolution for undertaking these problems is to identify prime substruc-
tures through machine learning and thereafter leveraging a conventional solver as a generic
black-box subroutine [1].

Reinforcement learning approach toward combinatorial optimization aims to substitute hand-
crafted heuristics of conventional algorithms with data-driven agents tuning their parameters
according to received rewards and punishments based on their constructive or destructive
conduct toward optimizing the provided objectives. However, this strategy is often challen-
ging to apply in presence of intricate side constraints and cannot exploit the advantages of
state-of-the-art commercial solvers. A recently proposed resolution for tackling this subject is
to utilize large neighborhood search to leverage conventional solvers as a generic black-box su-
broutine. where the agent iteratively fixes a subset of variables and optimizes the rest through
the black-box solver. In this contribution, we investigate how choice of deep neural architecture
and reinforcement learning algorithm and their respective hyper-parameters affects the course
of optimization in terms of convergence time and optimality of final solution, In particular,
we consider three major algorithms of deep reinforcement learning, namely, deep Q-learning
(DQN) and reinforce and actor-critic policy gradient methods as well as multi-layered and
convolutional neural networks and study differences in behaviors of these algorithms in neigh-
borhood selection for a cross-docking optimization problem. We focus on solving instances of
dock assignment and truck scheduling problem arising within crossdocks. As this problem is
solved on a regular basis at every such facility, we assume that the problem for every day has
been generated from the same statistical distribution. Therefore, we use the historical data to
learn from and we also expect that the unseen (future) observations will follow a similar dis-
tribution. The truck dock assignment problem, as many other optimization problems arising
in cross dock management, has been receiving an increasing attention during the last decade.
This is evidenced by several recent surveys ([6], [3], [9]) devoted to operations management
and to scheduling in cross docks.

Our previous contributions on similar topics include [4] for analyzing different mathematical
model and investigating their properties as well as a polyhedral and branch-and-cut approach
in [5].



2 Problem Description
A set of trucks and a set of bi-function docks of a cross-dock are given. Every truck has

an arrival time, a strict latest departure time, a docking time, which is the time spent for
aligning the dock in front of a gate and the setups required by both truck and the dock to start
the loading/unloading and a processing time which is required to load/unload the truck are
given. In its general form, every truck belongs to different client and carries different cargo
with different level of sensitivity translated to penalty cost, for every unit of waiting time before
admission for service. A penalty cost is charged when a truck is not served at all. We would like
to minimize the waiting cost of every single truck such that it can leave soonest possible and
also to minimize the penalty weighted cost of missed trucks in the crossdocks day planning.

3 Our contribution
We implemented a compact while modular framework in which different constituting com-

ponents of the algorithm can be exchanged handily to facilitate our experimentation. In terms
of reinforcement learning strategt, we consider three major deep reinforcement learning stra-
tegies, namely, deep Q-learning (DQN) and REINFORCE and actor-critic policy gradient
method and with regard to representation, mulit-layeed convolutional and multi-layered per-
ceptrons are compared. PCA, TSNE, UMAP dimensionality reduction approaches. The truck
dock assignment problem is stated in our newly proposed compact mixed integer programming
formulation and solved as a black-box subroutine.
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