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1 Introduction
Consider the problem where n jobs have to be scheduled on a single machine. Each job j is

defined by a processing time pj and a release date rj so that, in a given schedule, no job j can
start before its release date. The machine can only process one job at a time and preemption is
not allowed. The goal is to find a schedule s (permutation) that minimizes the total completion
time

∑
j Cj(s) with Cj(s) the completion time of job j in schedule s. If s = (j1, . . . , jn), then

Cj1(s) = rj1 + pj1 and Cjk
(s) = max(Cjk−1(s), rjk

) + pjk
for k > 1.

When there is no ambiguity, we omit the reference to schedule s when referring to completion
times. Following the standard three-field notation in scheduling theory, this problem is referred
to as 1|rj |

∑
j Cj and is strongly N P-hard [5]. When there is no release dates, the corresponding

1||
∑

j Cj problem can be solved in O(n log(n)) time using the SPT rule (shortest processing
times first).

The 1|rj |
∑

j Cj problem is a challenging problem which has been studied for a long time.
In this work, we focus on heuristic algorithms which can be used to compute good solutions
in a reasonable amount of time. Along the years, numerous heuristic algorithms have been
proposed. We cite the RDI (Release Date Improvement procedure) local search based on the
APRTF (Advanced Priority Rule for Total Flowtime) greedy rule proposed in [2] and which
requires O(n4 log(n)) time. The RBS heuristic (Recovering Beam Search) developed in [4] is a
truncated search tree approach that has been the heuristic with the best performances for a
decade. The RBS heuristic requires O(wn3 log(n)) time with w the beam width parametrizing
the heuristic : notice that in [4] the case w = 1 is considered. To the best of our knowledge, the
state-of-the-art heuristic is a matheuristic proposed in [3] which provides solutions very close
to the optimal ones but at the price of a large CPU time requirement.

In this work we propose learning based heuristics for the 1|rj |
∑

j Cj problem which are
compared to these milestones heuristics.

2 Learning based heuristics for scheduling
The use of machine learning (ML) techniques within operations research (OR) algorithms

is a recent but active and promising research area [1]. To the best of our knowledge, very few
contributions of this kind have considered scheduling problems. In these works, ML is used to
guide the solution process, i.e., the proposed OR heuristic. In this paper, we elaborate on an
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FIG. 1 – ML to approximate hard problems by well-solved ones

original approach recently introduced in [6] and illustrated in Figure 1. A ML predictor φθ,
which we call the encoding algorithm, is used to convert an instance Γh of the hard 1|rj |

∑
j Cj

problem into an instance Γe of the 1||
∑

j Cj problem. The latter is called the easy problem as
it exists a practically efficient algorithm Ae to solve it (SPT rule). From an optimal solution se

of Γe, a decoding algorithm is used to rebuild a solution sh to Γh. Notice that, the processing
time p̂j of job j in Γe is not equal to its processing time pj in Γh, but to a linear combination
of features computed from Γh. Several different decoding algorithms are proposed to obtain a
schedule for the 1|rj |

∑
j Cj problem, thus leading to different heuristics.

The main challenge to make such an approach working is to build an encoding algorithm φθ

such that the optimal solution of the instance Γe leads to a good solution Γh after decoding. As
usual in ML, we first define an appropriate family of predictors (φθ)θ, and then seek (learn) the
best parameter θ. We formulate the choice of θ as a structured learning problem. Structured
learning algorithms on the permutation group have been thoroughly studied in the literature
on rankings, but with applications such as document retrieval or question answering that are
quite far from scheduling. If the traditional learning approaches of this literature can in theory
be applied in our context, we do not use them because the loss functions they use to evaluate
if a ranking is a good approximation of another are not good evaluations of the quality of a
1|rj |

∑
j Cj schedule. We instead propose a novel generic approach based on Fenchel-Young

loss functions which can be applied to a large set of hard problem [7].

Computational experiments show that the proposed learning based heuristics compete with
the state-of-the-art heuristics and enable to efficiently solve very large instances.
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